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Introduction 

Human brain could easily recognize different objects since it processes sensory and 
motor signals in parallel. The brain has many neural pathways that can replicate functions to 
correct small brain changes in development or temporary loss of function through damage [1]. 
The ability to overcome these changes in development is the result of the neuroplasticity. These 
changes range from individual neurons making new connections, to systematic adjustments like 
cortical remapping. The junction between the neuron’s circuits, synapses, are the place to look 
for neuroplasticity. Synapses dominate the architecture of the brain and are responsible for the 
massive parallelism. Therefore, researchers are currently seeking engineered material analogs for 
the particular responses exhibited by biological neuromorphic materials. Neuromorphic systems, 
which mimic the nervous system in the brain, have recently become known as strong candidates 
to overcome the technical limitations owing to their proficiency in cognitive [2]. To successfully 
implement these neuromorphic systems, it is important to research and develop artificial 
synapses capable of synapse functions. 

In the beginning neuromorphic computing was described as a concept involving large 
integrated electronics analogs systems that mimic biological neural networks. Therefore, a great 
importance for hardware implementation of the neuromorphic computation systems has been the 
realization of physical devices with synaptic functions. The first devices to emulate synaptic 
functions were complementary metal oxide semiconductor (CMOS) neuromorphic circuits [3]. 
However, the performance of these CMOS circuits is hard to scale up to a size comparable with 
the brain and is limited to access external memory. This has engendered motivation to explore 
bio-inspired neuromorphic systems focusing in resistive switching memory and memristors. 
Memristors have gained the spotlight because of their desirable characteristics as artificial 
synapses including device speed, small footprint, low energy consumption and analog switching 
[4]. Learning more about neuromorphic systems will allow us to create simulations that allow us 
to test brain injury treatments to help recover from trauma brain. Also, these simulations may 
help us develop sensors using electrical components such as memristors whose resistance relies 
on how much charge has passed through it in the past, mimics the way calcium ions behave at 
the junction between two neurons in the human brain where the junction is known as a synapse. 
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For example, environmental enrichment is the key to develop new connections that relies 
on sensory stimuli. However, in order to develop these new connections, it is important to 
understand electronic responses and brain functions that will help simulate the human brain in a 
technological way. One such response is the hysteresis in input versus output signals.  

Hysteresis is a common phenomenon in physical systems and occurs when the system's 
output depends not only on its present inputs but also on past inputs, basically, when the system 
exhibits memory. Development of engineered neuromorphic materials focuses on creating 
materials that exhibit such memory. One possible model material involves arrays of rotating 
magnetic particles suspended in a medium.  As the particle spin particles are placed in a rotating 
magnetic field. This generally assures the effective dipole moment, which permits the 
formulation of torque expressions for spherical shells. The work seeks to development 
simulations of spinning magnetic particles in a visco-elastic medium as a simulation framework 
for exploring hysteresis response in a similarly-structured engineered neuromorphic material. 

1. Background/Literature Review

1.1 Brain plasticity 
Researchers interested in understanding the factors that can change brain circuits investigate the 
behaviors of brain plasticity which is the change in neural circuitry. Brain plasticity or memory 
of response, is what the brain uses to store memories and process information. Without this 
ability, the brain would be unable to develop from infancy through to adulthood or recover from 
brain injury [1]. The Brain function relies on circuits of spiking neurons with synapses playing 
the key role of merging transmission with memory storage and processing.  

Brain plasticity refers to the capacity of the nervous system to change its structure and its 
function over a lifetime, in reaction to environmental diversity. Neural plasticity, allows neurons 
to regenerate both anatomically as well as functionally, and to form new synaptic connections. 
Therefore, the best place to look for plasticity changes is at synapses which are the junction 
between the neurons. This is called Synaptic plasticity. Synaptic plasticity is the ability of 
synapses to reconfigure the strength with which they connect two neurons according to the past 
electrical activity of these neurons. It represents one of the most fundamental and important 
functions of the brain. In hardware, artificial synapses endowed with plasticity allow neural 
networks to learn and adapt to a changing environment. A very enduring form of synaptic 
plasticity is called long-term potentiation (LTP) a synaptic enhancement that follows brief, high-
frequency electrical stimulation in the hippocampus and neocortex. Brain plasticity, or 
neuroplasticity, is the ability for the brain to recover and restructure itself. This adaptive potential 
of the nervous system allows the brain to recover after disorders or injuries. 
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The following image illustrates signs of synaptic plasticity emerging in a living brain.  

Figure 1: Signs of synaptic plasticity emerging in a living brain by Sukbin Lim (Neuroscience, 
2015) 

The lighting in the image shows how the living brain accomplishes the feat of beholding and 
recognizing stimuli. The lighting represents signs of synaptic plasticity emerging in a living brain 
while it accomplishes the feat of beholding and recognizing stimuli. These synapses are studied 
experimentally by stimulating the fiber tract. By studying the synaptic plasticity, we better 
understand the connections of the human brain and the way those functions can be simulated in 
artificial synapses. Developing simulations of those artificial synapses are the goals of this work. 

1.2 Memristors responses in hysteresis 
According to previous studies memristors are considered as the best solution to imitate 

the performance of synapses plasticity [8]. Since memristors cover a gap in the capabilities of 
basic electronic components by remembering the history of the applied electric potentials, and 
are considered to bring neuromorphic computers closer. A memristor is a passive two-terminal 
circuit element in which the resistance is a function of the history of the current through and 
voltage across the device. In other words, memristors are Nano scale devices with a variable 
resistance and the ability to remember their resistance when power is off. Memristors are based 
on the history of applied electrical stimuli. These capabilities lead to analog switching, which 
resembles biological synapses where the strength can increase or decrease depending on the 
applied action potential.  
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The nonlinear behavior of a memristor is shown in Figure 2, This shows evidences of the 
results of an intricate resistance versus the voltage of a memristor.   

Figure 2: Nonlinear behavior of memristor (Chakraverty M. and Kittur M.H 2012) 

The hysteresis loop pinched at the origin of the V – I characteristic is the well-known 
fingerprint of the memristor excited by sinusoidal signal. The pinching at the origin in Fig. 2 
occurs because both current (I) and voltage (V) become zero at the same time. In order to show 
that hysteresis is at the origin (I, V) = (0, 0), calculations on the memristance must be determine. 
Different approaches have been done in previous studies; for example, in one of the studies the 
researchers treated the two-terminal circuit of the memristor as the time integral of the element’s 
current I(t) and voltage V(t). However, in this research we will use the concept of the memristor 
to investigate if we can use rotating magnetic particles to produce a similar hysteresis response in 
the applied field versus magnetization. 

1.3 Magnetic field and Magnetic particles 

Previous research has focused on soft and hard magnetic particles such as Iron and 
Bromine, embedded in the elastomer matrix to produce magnetorheological elastomers (MREs). 
Soft magnetic particles have no preferred magnetic orientation, when exposed to a uniform 
magnetic field H will have magnetization, M, aligned with the external field. Hard-magnetic 
particles with remanent magnetization 𝑴𝑴𝒓𝒓𝒓𝒓𝒓𝒓 will ideally have M remain aligned with the axis of 
𝑴𝑴𝒓𝒓𝒓𝒓𝒓𝒓 which is local to the particle and thus allows for the generation of magnetic torque T. 
Figures 3a and 3b shows a representation of soft and hard magnetic particles orientations.  
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Figure 3 (a). Orientation of soft-magnetic particle and Figure 3(b). Orientation of hard-
magnetic particle (P von Lockette et al 2011 Smart Mater. Struct. 20 105022) 

According to classical electromechanics, for soft-magnetic particles magnetization M of a 
particle remains parallel to the external magnetic field H. Therefore, there is not net force or 
torque acting on spherical particle with respect to that field if it is uniform. In contrast to soft-
magnetics particles, hard-magnetics particles generate substantial torques. Since, in this 
research we are developing system of equations for magnetic torques acting on anisotropic body to 
form neuromorphic systems, we focus on both hard-magnetic particles and soft-magnetic 
particles to produce hysteresis responses in the applied field versus magnetization. The 
magnetic torque T, within the particles themselves is determined by the cross product of the 
magnetization and the magnetic field T = M x H. However, since soft-magnetic particles are 
not driven by magnetic torques acting on individual particles this magnetic particle rely on 
demagnetizing effects to provide a restoring force, e.g. the particle themselves must be 
geometrically anisotropic. 

Electric or magnetic fields are useful for manipulating dispersions containing polarizable 
dielectric and paramagnetic colloids and nanoparticles. Magnetic or electric fields can be 
used for rotation, however, magnetic fields are more common in experiments because their 
effects on the dispersion are easier to control, as electric fields can generate unwanted 
currents, electroosmotic flows, and electrochemical reactions [11]. Therefore, in this study 
we focused on magnetic fields to create our system of equations. Based on previous studies, 
to control how strong mutual polarization among particles is relative to the polarization due 
solely to the external field 𝑯𝑯𝟎𝟎, the magnetic of the susceptibility |𝜒𝜒| was used.  

2. Methods
Consider a bar rotating in plane as shown in Figure 1.  The bar can be magnetized by an
external field, 𝐻𝐻. Once magnetized, the bar develops an internal magnetization 𝑀𝑀. It is
important to realize that we can determine the amount of our external field, 𝐻𝐻, acting along
𝑥𝑥 − 𝑦𝑦  axes separately from how we determine the amount of magnetization parallel and
perpendicular to the bar itself. These are the next steps in our analysis:
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Figure 1. Bar rotating in a magnetic field showing the polarized body in the field 

To begin we first define the rotation matrix, A. This matrix will be used to calculate the 
internal Magnetization, M. A is represented as   

𝑨𝑨 =  �𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐
𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � 

were 𝑐𝑐 is the deflection angle of the parallel and perpendicular component directions of 
the magnetic field H and magnetization M as shown in Figure 2. 

Figure 2. Schematic showing the angle deflection 
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Next, let  𝑚𝑚 be represented as two vectors parallel and perpendicular to the bar 

𝒓𝒓 = 𝒓𝒓|| + 𝒓𝒓⊥  (1) 

and subsequently  

            𝒓𝒓 = 𝑚𝑚|| 𝒓𝒓� || + 𝑚𝑚⊥𝒓𝒓� ⊥ 
(2) 

where �𝒓𝒓||� = 𝑚𝑚|| and  ‖𝒓𝒓⊥‖ = 𝑚𝑚⊥. Next, we define the direction vectors 
perpendicular and parallel to the bars, 𝒓𝒓||�  and 𝒓𝒓⊥� , respectively, in the x – y coordinate 
system as 

              𝒓𝒓� || = cos 𝑐𝑐  𝒊𝒊 + sin𝑐𝑐  𝒋𝒋 (3) 

and 

  𝒓𝒓�⊥ = − sin𝑐𝑐  𝒊𝒊 + cos 𝑐𝑐 𝒋𝒋              (4) 

with 𝑐𝑐 defined in Figure 1. This allows us by substitution to write 

𝒓𝒓 = [𝑚𝑚∥ cos 𝑐𝑐 −𝑚𝑚⊥ sin 𝑐𝑐]𝒊𝒊 +  [𝑚𝑚∥ sin𝑐𝑐 + 𝑚𝑚⊥ cos 𝑐𝑐]𝒋𝒋 

In eq. (5),  𝑚𝑚|| and 𝑚𝑚⊥ must be derived from demagnetization factors associated with the 
geometry of the bar.  From reference [5] we find for an oscillating field of frequency 𝜔𝜔 
and magnitude 𝐻𝐻0  that  

𝑚𝑚|| = 𝜒𝜒 ∗ sin(𝑐𝑐) ∗ 𝐻𝐻0𝑐𝑐𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔)  (5) 

is the component of magnetization parallel to the bar and  

𝑚𝑚⊥ = 𝜒𝜒
𝜒𝜒+1

∗ cos(𝑐𝑐) ∗ 𝐻𝐻0 𝑐𝑐𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔) (6) 

 is the component perpendicular to the bar. Again, by substitution we can write 

𝒓𝒓 = �𝜒𝜒 ∗ sin(𝑐𝑐) ∗ 𝒓𝒓� || +
𝜒𝜒

𝜒𝜒 + 1
∗ cos(𝑐𝑐) ∗ 𝒓𝒓� ⊥�𝐻𝐻0𝑐𝑐𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔) 

which gives the results in a coordinate system attached to the bar.  This may be recast in 
the x – y coordinate system by substitution of eq. (3) and (4) to give our final result 

𝒓𝒓 = �𝜒𝜒 ∗ sin(𝑐𝑐) ∗ [cos 𝑐𝑐  𝒊𝒊 + sin 𝑐𝑐  𝒋𝒋]  +
𝜒𝜒

𝜒𝜒 + 1
∗ cos(𝑐𝑐)

∗ [− sin𝑐𝑐  𝒊𝒊 + cos 𝑐𝑐 𝒋𝒋] �𝐻𝐻0𝑐𝑐𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔) 
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In eq. (7) we have assumed  

𝑯𝑯 = � 0
𝐻𝐻0
� 𝑐𝑐𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔) (7) 

in the x – y coordinate system. 𝐻𝐻0 is the amplitude of the magnetic field. 

After 𝒓𝒓 is calculated we used its results to calculate the Torque, 𝑻𝑻, where Torque is  

𝑻𝑻 = 𝒓𝒓 × 𝑯𝑯 (8) 

and 𝜙𝜙 is the direction of the magnetic field. 

Deriving torque from external field we obtain  

𝑻𝑻 = 𝑻𝑻𝑬𝑬𝑴𝑴 + 𝑻𝑻𝒗𝒗𝒊𝒊𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗 + 𝑻𝑻𝒅𝒅𝒓𝒓𝒅𝒅𝒅𝒅 + 𝑻𝑻𝒗𝒗𝒊𝒊𝒗𝒗𝒗𝒗𝒗𝒗𝒓𝒓𝒗𝒗𝒅𝒅𝒗𝒗𝒗𝒗𝒊𝒊𝒗𝒗 
where 𝑻𝑻𝑬𝑬𝑴𝑴 is the driving torque from external field, 𝑻𝑻𝒗𝒗𝒊𝒊𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗 is the retarding torque from 
viscous-elastic response. 

where eq. (8) can be derived as 

𝐽𝐽𝑐𝑐′′ = ∑𝑇𝑇  (𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝) (9) 

and 𝑱𝑱 is the polar moment of inertia. ∑𝑻𝑻  (𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝) is derived for rotational drag coefficient and 
its viscosity factors which give us the following form of a second order non-linear differential 
equation  

𝐽𝐽𝑐𝑐′′ = −𝐷𝐷𝜔𝜔𝑐𝑐′ − 𝐷𝐷𝜃𝜃𝑐𝑐 + 𝐻𝐻0 cos 𝑐𝑐 

𝐷𝐷𝜔𝜔  is the rotational drag coefficient, which contains the viscosity, 𝐷𝐷𝜃𝜃 is the spring like a drag 
term in our equation, and in eq. (11) 

We can recast variables as follows without loss of generality, 
𝑐𝑐1 = 𝐷𝐷𝜔𝜔

𝐽𝐽
 (10) 

𝑐𝑐2 = −𝐷𝐷𝜃𝜃
𝐽𝐽

 (11) 

𝑐𝑐3 = 𝐻𝐻0
𝐽𝐽

 (12) 

To obtain: 

𝑐𝑐′′ = −𝐶𝐶1𝑐𝑐′ − 𝐶𝐶2𝑐𝑐 + 𝐶𝐶3 cos 𝑐𝑐 (13)
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where 𝐶𝐶1 is the ratio of rotational drag coefficient over polar moment of inertia, 𝐶𝐶2is the spring-
like drag term over polar moment of inertia and 𝐶𝐶3 represents the strength of the magnetic field 
with respect to the polar moment of inertia.  

We use the derived differential equation of eqs. (14-17) to measure the damping ratio and 
measure how oscillations in a system decay after a disturbance. We investigate if we can use an 
aggregate of rotating magnetic particles to produce a hysteresis response in the applied field 
versus magnetization.  

The damping ratio is denoted by 𝜁𝜁 and it is calculated as 

𝜻𝜻 =  𝐶𝐶1
2�𝐶𝐶2

 (14) 

where 

𝜻𝜻 =  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐷𝐷𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝐶𝐶𝐶𝐶𝐷𝐷𝐴𝐴𝐷𝐷𝐴𝐴𝐴𝐴𝐴𝐴 𝐷𝐷𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

(15) 

and  

𝐴𝐴𝑐𝑐𝜔𝜔𝐴𝐴𝑝𝑝𝑝𝑝 𝐷𝐷𝑝𝑝𝑚𝑚𝑝𝑝𝑠𝑠𝑠𝑠𝐷𝐷 =  𝐷𝐷𝜔𝜔
𝐽𝐽

 (16) 
and  

𝐶𝐶𝐶𝐶𝑠𝑠𝜔𝜔𝑠𝑠𝑐𝑐𝑝𝑝𝑝𝑝 𝐷𝐷𝑝𝑝𝑚𝑚𝑝𝑝𝑠𝑠𝑠𝑠𝐷𝐷 =  2�𝐷𝐷𝜃𝜃
𝐽𝐽

 (17) 

3. Results of Damping Ratio Visual Simulations

1. Constant Magnetic field with varying damping ratios (Zeta)

The results of the derived differential equation and damping ratio were used to create and
examine visualized simulations in MATLAB. These simulations are similar spring-mass
system with a difference of adding a steady stream of air pushing the mass, in other words we
are adding torque to our system. As mentioned, the damping ratio measures how oscillations
in a system decay after a disturbance and find the equilibrium position. The equilibrium
position is the balance of the spring force and whatever torque has been applied.

Figure 1.3 shows the effect of varying damping ratios, 𝜁𝜁, of the derived second order
differential equation with constant magnetic field of one. As the damping ratio varied,
different oscillation cases were observed: undamped, underdamped, and overdamped.
Undamped occurred when 𝜁𝜁 = 0 , meaning there is not damping and we are getting perfect
oscillation with a small rotation. Underdamped occurred when 𝜁𝜁 < 1  . We can overshoot
pass our equilibrium position, then oscillate back until the signal will settle down at its
equilibrium position. Overdamped happens when 𝜁𝜁 >1.  This occurred due to the rotational
drag coefficient term (𝐷𝐷𝜔𝜔) that acted on the velocity. If it 𝐷𝐷𝜔𝜔  is very high it takes longer to
achieve equilibrium.
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Figure 1.3 The effect of varying damping ratio of the second order system 

2. Change in Magnetic field with 𝜁𝜁 = 1) 1 and varying 𝜏𝜏  where 𝜏𝜏  is the constant time

We used the same calculations as Figure 1.3, but for this case we only focused on 𝜁𝜁 =
1 with varying 𝜏𝜏 and 𝐻𝐻0 . In Figures 1.4(a), (b) and (c), the magnetic field (Ho) sets the 
amplitude, the 𝜏𝜏 sets the period. We know that 𝑝𝑝𝑝𝑝𝐶𝐶𝑠𝑠𝑐𝑐𝑝𝑝 (𝑇𝑇) = 2𝜋𝜋

𝜔𝜔
 [6], therefore, in our 

calculations we let frequency 𝜔𝜔 be 𝜏𝜏 to set the period to be constant. We conclude that as 
Ho is larger, the rotation is larger, so as the torque rises and fall to higher and lower 
values the particle amplitude rotational amplitude increases.  

In Figures 1.4a-c we have 𝜁𝜁 = 1and the Ho doubles and triples for each Figure, going 
from 2 to 4 and 2 to 6. The only thing that changes in each Figure is the 𝜏𝜏. In Figure 
1.4(a), 1.4(b) and 1.4(c) we have small, medium and large 𝜏𝜏. As predicted the torque goes 
up as we increase Ho because the rotation is getting larger and the polar of inertia is 
getting smaller. Another observation from this Figures is that as 𝜏𝜏increases the period is 
getting larger and the rotation is getting smaller meaning that the polar inertia is getting 
bigger and its harder to have the system spin.  
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Small 𝝉𝝉 (a)                                                        Medium 𝝉𝝉 (b)                                                                Large 𝝉𝝉 (c) 

Figure 1.4. The effect of varying magnetic field (Ho) on damping ratio equal 1 with (a) small 𝜏𝜏, 
(b) medium 𝜏𝜏, and large 𝜏𝜏. As Ho increases, the rotation decreases and the period increases.

3. Change in Magnetic field with varying damping ratio 𝜁𝜁 = 0.5 and varying 𝜏𝜏
The following Figures are similar to the Figures 1.4a-c, however, in these Figures we have Zeta 
equals to 0.5. In Figures 1.5a-c, as in In Figure 1.4a-c, we have 50, 100 and 200 𝜏𝜏. In contrast, 
the results in this figure shows that if we have a smaller damping ratio, we have more torque 
rising and falling to higher and lower values regardless the Ho. The rotation is the same as the 
simulation where the damping ratio is 1. Figures 1.5a, b and c have the same amplitudes in the 
first period. However, as 𝜏𝜏 increases the period increases and the rotation decreases, but there 
still a larger torque in the smaller damping ratio.  

Small 𝝉𝝉 (a)                                                         Medium 𝝉𝝉 (b)                                                                Large 𝝉𝝉 (c) 

Figure 1.5. The effect of varying magnetic field (Ho) on damping ratio 𝜁𝜁 = 0.5 with (a) small 𝜏𝜏, 
(b) medium 𝜏𝜏, and large 𝜏𝜏. As Ho increases, the rotation still larger than zeta equals to 1 and the
period still increases.
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4. Change in Magnetic field with varying damping ratio 𝜁𝜁 = 0 and varying 𝜏𝜏

As in the previous Figure, the Figures 1.6a-c have the same change in magnetic field and
small, medium and large 𝜏𝜏. The only difference from previous cases, is the damping ratio is
0 which shows there is not damping. In this case the system tries to follow the external
signal but instead it oscillates. With small 𝜏𝜏 we start off at zero, the field swings down and
up, but is moving slowly enough without damping that as it is moving down the bar is
oscillating around at whatever direction the field pointing. It is interesting to note that in
the case of large 𝜏𝜏, the oscilating system takes more than one cycle to reach its apex at
𝑦𝑦(𝜔𝜔) ≅  4.5 before reversing immediately achieve oscillations about  𝑦𝑦(𝜔𝜔) ≅ +4.5.

Even when we had a large period the bar is actually moving slowly, and it is oscillating in
the similar line.

Small 𝝉𝝉 (a)                                                         Medium 𝝉𝝉 (b)               Large 𝝉𝝉 (c) 
Figures 1.6. The effect of varying magnetic field (Ho) on damping ratio (Zeta) equal 0 with (a) 
small 𝜏𝜏, (b) medium 𝜏𝜏, and large 𝜏𝜏.  

4. Conclusion

In this work, we study the material analogs for the particular responses exhibited by
biological neuromorphic materials. We derived equations governing a rotating magnetic
body that were similar to those governing a spring-mass system. A key difference was the
inclusion of magnetic torque, which acted analogously to a stream of air pushing the mass.
These simulations visualize the results from a unidirectional, sinusoidal magnetic field with
proscribed amplitude and period; and with varying damping ratio of the system itself. After
analyzing the simulations, we observed that for constant magnetic field, if the drag
coefficient term 𝐷𝐷𝜔𝜔  is high it the system takes longer times to achieve its equilibrium
position. For the change in magnetic field with varying damping ratio and varying period,
we conclude that as the field amplitude is larger, the rotation amplitude is larger, so the
torque rises and fall to higher and lower values. Finally, as the period increases the
displacement amplitude decreases, showing that inertia is possibly a factor in the overshoot
response.
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